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Need & Motivation
● Large amount of videos are uploaded daily, making it difficult to learn 

important information without spending much time.
● This can be solved by a system which shortens videos keeping the vital 

information for the user.



Problem Statement
For a given video file, the goal is to generate a video file that contains the 
summarised information of the original video file. The resultant video file is to be 
produced based on the factors such as context, length, activity and relevance to 
the subject of the video enclosed as a model. Also, use the aforementioned model 
in an application environment and produce a final application.



Hardware Requirements

● NVidia GTX 1080 or higher GPU
● Amazon Simple Storage Service (S3) instance
● Amazon Elastic Compute Cloud (EC2) instance



Software Requirements

● PyTorch
● OAuth 2.0
● React Web Framework
● Redux JavaScript Library
● npm - package manager
● Compute Unified Device Architecture (CUDA) Toolkit 9.0 or higher



Literature Survey



Deep Reinforcement Learning for Unsupervised Video Summarization with 
Diversity-Representativeness Reward

Published  at  the  32nd AAAI  Conference  on  Artificial  Intelligence,  2017. This
paper uses a sequential decision making process to develop a Deep Summarization
Network (DSN). 

For each video frame DSN predicts a probability which indicates
how  likely  a  frame  is  selected,  and  then  takes  actions  based  on  the  probability 
distributions to select frames, forming video summaries.





Unsupervised Video Summarization with Adversarial LSTM Networks

This paper addresses the problem of selecting sparse subset of video frames 
that optimally represent the input video. It proposes a unsupervised approach 
using generative adversarial framework consisting of the summarizer and 
discriminator for  learning. 

The  summarizer  is  a  LSTM  network  aimed  at  selection  of  video frames.  
The discriminator is another LSTM network aimed at distinguishing between the 
original video and its reconstruction from the summarizer.





Cycle-SUM: Cycle-consistent Adversarial LSTM Networks  for  Unsupervised  
Video Summarization

This paper proposes a model termed Cycle-SUM, which consists of a frame selector 
and a cycle consistent learning-based evaluator. The selector is a bidirectional LSTM 
network that learns the video representations that embed the long-range relationships 
among the video frames.

The evaluator consists of two Generative Adversarial Networks (GANs), in which the 
forward Generative Adversarial Network (GAN) is learned to reconstruct original video 
from summary video, while the backward GAN learns to invert the processing.





Front End Architecture Diagram



Back End Architecture Diagram



Sequence Diagram



Data Flow Diagram: Level 0



Data Flow Diagram: Level 1



Use Case Diagram



Activity Diagram



Class Diagram



Algorithms Used
● Shot Boundary Detection: 

○ This module is executed for pre-processing the uploaded video. This 
module will detect shot boundaries and create a metadata file for the 
video. This metadata file is used during the summarization.

○ A deep learning approach is used to determine the shot boundaries. A 
Neural Network of TransNet architecture is used.



TransNet architecture for S = 1 and L = 1. N is length of video 
sequence.

S -> number of Dilated DCNN cells stacked
L -> number of stacked layers



● 0/1 Knapsack:

○ We apply solution of the 0/1 Knapsack problem using dynamic program-
ming  for  choosing  frames  in  the  summarized  video.   The  length  of  
summarized video is 15% of the original video.  Hence, based on the 
scores of the frames we choose all the frames which add up to 0.15
∗lengthOfOriginalVideo.



● Cycle-GAN:

○ A model termed Cycle-SUM, which consists of a frame selector and a 
cycle consistent learning-based evaluator is used to generate 
summaries. The selector is a bidirectional LSTM network that learns the 
video representations that embed the long-range relationships among the 
video frames. The evaluator consists of two GANs, in which the forward 
GAN is learned to reconstruct original video from summary video, while 
the backward GAN learns to invert the processing.



Testing
● Snapshot Testing

○ Developing UI's that are pixel perfect can achieved with the help 
snapshot tests. To make sure the UI is consistent throughout the app's 
usage, we require snapshot testing. We used Jest framework to test the 
UI on our frontend platform.



● Alpha Testing

○ The objective of this form of testing is to identify all possible issues or 
defects before releasing it into a production environment. Alpha testing is 
carried out at the end of the software development phase but before the 
Beta Testing. Still, minor design changes may be made as a result of 
such testing. Alpha Testing is conducted at the developer’s site. Inhouse  
virtual user environment was created for this type of testing.



● Unit Testing

○ It is the most popular from tests that can be used to assure the developer 
that a particular method would suffice the requirements of the product 
being delivered. Many utility methods and abstractions can be tested with 
the use of unit testing. Unit tests are also, often, simpler tests to write and 
to run.



Results
● SUM-GAN-AEE



● SUM-GAN-SL



● Frontend of the Platform



Project Timeline



Applications

● Make media for social media platforms
● Sports Highlights
● Previews for Movies & TV Shows



Conclusion
We studied various algorithms which support the problem statement. These 
algorithms helped us to work on a wide range of methods and libraries to improve 
efficiency of the final algorithm. With this project we successfully built an 
application which will summarize uploaded videos and allow the user to download 
the summarised videos.



Future Scope

● Stream processed videos from within the platform.
● Use audio as an aspect to summarize the video providing the user a 

consistent experience with respect to the original content.
● Summarize the video according to the time constraint provided by the user. 
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